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| ntroduction

* MT has been developed for many decades.

* Many approaches have been proposed such as
rule based, statistic-based and example-based
approaches.

* No approach produces atrandation quality that
meets human’ s requirements.

% Each approach has its own advantages and
disadvantages.



Machine Trandation
Approaches.

* A rule-based approach.

— |t can deeply analyzes in both syntax and semantic
levels.

— |t uses much linguistic knowledge.
— It isimpossible to write rules cover the whole of a
language.
— The trandlation accuracy depends on linguistic rules.
* A statistic-based approach.
— |t does not require linguistic knowledge.

— |t needs statistics of bilingual corpus and alanguage
model.



Machine Trandlation
Approaches. (cont.)

— |t can produce a suitable trandlation even if agiven
sentence is not similar to any sentences in the training
COrpus.

— |t can not tranglate idioms and phrases that reflects
long-distance dependency.
*x An example-based approach.
— |t does not require linguistic knowledge.
— It useslarge bilingual corpus.

— It can only produce suitable trandations in case of a
given sentence must similar to any sentencesin the
training data.



Why we decided to improve a Rule-
based Machine Translation ?

*x Most of commercial MT products in market are
using rule-based approaches.

* A statistic-based and example-based approaches
are need large bilingual corpus.

* Rulesin RBMT are produced from linguistic
Knowledge.

* RBMT can deeply analyze in both syntax and
semantic levels. So it can give syntax and
semantic information.




Case Sudy In a rule-based machine trandation.

ParSt: Eng-Thai MT.

* ParSt isan Englisn to Thai machine trandation
that provides afree service on
WwWW.suparsit.com.

X |t I1s an interlingual-based approach.
* Par 3t consists of four modules.
1.) Syntax analysis  2.) Semantic analysis
3.) Syntax generation 4.) Semantic generation



ParSt Translation Process.
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Errors of trandation

* We classify an error of trandation into two main
groups.
1. Incorrect meaning errors.
2. Incorrect ordering errors.

* | ncorrect meaning errors can be divided into 3
subgroups.
— Missing some words.
The city is not far from here
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Errors of translation (2)

— Generating over words.
Thisisthe house in which shelives.
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— Using an incorrect word.
The news that she died was a great shock.

317 5§ e me STy fanls mﬂ‘ﬁm incorrect

4
6lﬂ? ‘7131 ‘V] 150 e 11l ‘Vlﬂﬂ%] @Eﬂflﬁﬂﬂ correct

10



Errors of trandation(3)

* |ncorrect ordering errors.
Heiswrong to |eave.

w1 a0 1 Aa # incorrect
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Statistics of ParSt Errors

Incorrect meaning errors

Incorrect ordering
M%) G (%) U (%) errors (%)

16.71 13.31 51.42 18.26
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The traditional method In
Improving a RBMT

* To improve quality of aRBMT, we haveto
modify rules.

* This method requires much linguistic knowledge.

% |t cannot guarantee that the overall accuracy will
be better.

12



Concepts of our system

* The main problems of translation are choosing
Incorrect meaning.

X |t can be view as a classification or
disambiguation problem

* To improve the accuracy, we apply a method to
disambiguate meanings of only aword in
guestion.

* The context of aword in question will usein
disambiguation.
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Why we apply ML techniquesto
RBMT?

* A ML technique is an adaptive model.
* |t do not need linguistic knowledge.

% |t can automatically extract useful information
from the training data.

*x Many ML techniques highly successin
classifying problems.
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Machine Learning Techniques

* Machine learning techniques automatically
extract the context features that useful
Information in disambiguating aword In
guestion.

¥ C4.5, C4.5rule and RIPPER were selected in our
experiment.
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C45 & C4.5rule

* C4.5, decision tree, isatraditional classifying
technique that proposed by Quinlan (1993).

* C4.5rule is extended from C4.5. It extracts
production rules from an unpruned decision tree
produced by C4.5, and then improves process by
greedily deletes or adds single rulesin an effort
to reduce description length.
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RIPPER

* RIPPER isapropositiona rulelearning
algorithm that constructs a ruleset which
classifies the training data.

Ruleset :
If T,and T,and ... T, thenclassC,

T, Isacondition.
C, Isthetarget classto be learned.
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Our System

Normal translation
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An example of trandlation

The city(iginot far from here.

Parsit |

v
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(from/p6) #ii(here/p7)

v
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Our System (2) The training module

Input ﬁentence

Rule-based MT
(FfarSizy

Translated sentence

Correct a word meaning
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An example of training data

Thig(isthe house in which she lives
!

ParSit [Analysis module]

|s/P2 P3 house /P4 in /PS5 which
)\66 she /P7 I|v

This, the, house, In, Pl,PS,P4,P5, Ao
f

The correct trandation of “1s” in thissentences




Preliminary Experiments

* An verb-to-beisthefirst target for testing
because It frequently appeared.

X |t quite difficult in trandation into Thal by using
only linguistic rules. (48% accuracy by ParSit)

% 3,200 English sentences from EDR corpus were
selected in our experiments.

* We used 700 sentences for testing and the rest for
training.

* We tested on different sizes of training data and
features. 22



Results
The results from C4.5

100 500 1K 1.5K 2.5K
Post1 ( 671 | 698—_ 69.8 69.8 69.8
Post2  \67.1 = 698  69.8 6938 69.8
Post3 @\1\ 69.8  69.8 69.8 698  69.8
Wordtl = 555 632 731 742 75.4
Word+2 57.7 646 I 727 UEN
Wordt3 ~ 57.8 = 653 713 W1 75 777 \>
P& W+1 555 | 686 | 711 713  718—718
P& W+2 577 = 686 | 713 70.4 71.8
P& W+3 578 686 @ 713 69.6 719  |p3




Results (2)

The results from C4.5rule

100 | 500 | 1K | 15K 2K | 25K
Postl 698 7.3 763 773 760 T3k
Post2 (698 (77B) 767 769 763 73l
Post3 = 692 772762 768701 73.1
Wordtl 549 731 634 636 672 711
Wordt2 563 735 735 725 647 706
Wordt3 563 722 725 723 768 706
P&W+l 549 772 634 684 692 711
P&W+2 568 767 735 680 705 706
P&W+3 568 696 643 618 715 711
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Results (3)

The results from RIPPER

100 500 @ 1K 15K = 2K | 25K
Post1 702 709 @ 733  7L7 | 721 761
Post2 69.4 710 692 702 | 708 721
Post3 692 | 710 | 696 713  (69) 706
Wordt1 | 631 698 @ 672 721 | 729 711
Wordt2 | 553 677 668 @ 740 | 722 | 706
Wordt3 | 580 | 705 @ 668 | 717 | 723 706
P&W+1< 727 | 739 | 733 735 734 | 761>
P&W+2 | 577 | 723 | 692 | 735 | 722 721
P&W+3 | 620 | 704 696 | 721 | 726 706
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Conclusion

* CA4.5, C4.5rule and RIPPER have efficiency In
extracting context information from atraining
Corpus.

* The accuracies of these three ML techniques are
not quite different.(about 77% accuracy)

* RIPPER gives the better results than C4.5 and
C4.5rulein asmall train set.

* The best feature for our problem depending on
the a machine learning technique.
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Conclusion (2)

* The suitable context information giving the
highest accuracy in C4.5, C4.5rule and RIPPER
are 3 words, £2 POS tags and +1 word & POS
tags respectively

* Our idea can be apply to any RBMT and it do not
reguire bilingual corpus.

X |n future, we will increase the data size, features
and words in question.

27



Thank you



