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Improving Search Performance: a Lesson Learned from
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SUMMARY  This study initiates a systematic evaluation of
web search engine performance using queries written in Thai.
Statistical testing indicates that there are some significant dif-
ferences in the performance of search engines. In addition to
compare the search performance, an analysis of the returned re-
sults is carried out. The analysis of the returned results shows
that the majority of returned results are unique to a particular
search engine and each system provides quite different results.
This encourages the use of metasearch techniques to combine the
search results in order to improve the performance and reliability
in finding relevant documents. We examine several metasearch
models based on the Borda count and Condorcet voting schemes.
We also propose the use of Evolutionary Programming (EP) to
optimize weight vectors used by the voting algorithms. The re-
sults show that the use of metasearch approaches produces supe-
rior performance compared to any single search engine on Thai
queries.

key words: search engine evaluation, metasearch

1. Introduction

Web search engines are essential tools for finding re-
quired information on the World Wide Web. The use of
search engines for finding web documents is not limited
to English. Many search engines support several lan-
guages, while some search services focus on languages
other than English. Despite the number of languages
supported by search engines, most studies on the per-
formance of public search engines have been carried
out for English. However, the performance of find-
ing relevant documents may differ between English and
other languages. The results based on English may
not be generalized to other languages. Therefore, ad-
ditional research based on other languages is necessary
for providing information about the search engine per-
formance on other languages.

In this study, we conduct some experiments for as-
sessing the performance of search engines based on Thai
queries. This study can be divided into three main
parts. In the first part, we evaluate the performance
of search engines using queries written in Thai. A
challenge in developing information retrieval algorithms
and other natural language processing techniques for
Thai is that there are no explicit word boundaries.
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Therefore, efficient search engines should have the abil-
ity to deal with this ambiguity successfully.

The second part of this study examines the rela-
tion and degree of overlap of the returned results from
search engines. The results reveal that the results from
different engines appear to have a low degree of overlap.
That is, the majority of web documents are retrieved
by only one engine. The results also show that the cor-
rectness of search results tends to improve in results
with a high degree of overlap.

The findings from the investigation of the degree of
overlap encourage the use of metasearch approaches to
combine search results. Consequently, the third part of
this study examines some metasearch techniques based
on the results of performance evaluation of search en-
gines. The metasearch models are based on two dif-
ferent voting schemes: Borda count and Condorcet
methods. Six different metasearch models are exam-
ined. The metasearch models based on the Borda
count method, called Borda-fuse and Weighted Borda-
fuse, were proposed by Aslam and Montague [1]. The
metasearch models based on the Condorcet method,
called Condorcet-fuse and Weighted Condorcet-fuse,
were proposed by the same authors in their later study
[2]. Their studies are based on English. We apply
these methods to the problem of combining Thai re-
sults. We also propose the use of Evolutionary Pro-
gramming (EP) to optimize weight vectors used by the
Borda count and Condorcet algorithms. These algo-
rithms are referred to as Evolutionary Borda-fuse and
Evolutionary Condorcet-fuse.

The rest of this paper is organized as follows: Sec-
tion 2 discusses related work which is roughly divided
into three main topics, namely the evaluation of web
search engines, the analysis of the degree of overlap
and the metasearch approaches. Section 3 provides the
description and the results of the blind evaluation of
web search engines. Section 4 analyzes the relation and
degree of overlap among the returned results. Section
5 evaluates the use of metasearch models to combine
the results from different engines. Finally, Section 6
concludes our work.

2. Related Work

This paper is related to three research areas. This sec-



tion provides a brief review of literature in each area.
2.1 Evaluation of web search engines

The comparisons among public search engines have reg-
ularly appeared in literature. The early studies con-
ducted experiments by using the number of engines or
the number of queries which sometimes can be con-
sidered to be significantly insufficient. Ding and Mar-
chionini [3] compared 3 search engines by using 5 topics.
Chu and Rosenthal [4] also compared 3 engines on 10
topics. Nicholson [5] replicated the experiment by Ding
and Marchionini [3] 10 times over the ten-week period.
The results showed that the rankings of engines change
from time to time.

As research in this area progresses, more system-
atic and well designed experiments have been carried
out. Leighton and Srivastava [6] compared five com-
mercial search engines by using 15 queries in early 1997.
They measured the precision on the first 20 returned
results. They found that three search engines were su-
perior to the other two. Gordon and Pathak [7] evalu-
ated eight search engines by using 33 topics from fac-
ulty members. The top 20 returned results from each
search engine were judged by the faculty members. The
findings showed that there were statistical differences
among search engines for precision, but not the retrieval
effectiveness. Later, Hawking et al. [8] applied an ex-
tended TREC-8 Large Web task methodology [9] to
compare 20 search engines. The experiment was based
on 54 topics originated by anonymous searchers. The
top 20 results of each engine were judged. They found
that there was a significant difference in the perfor-
mance of the search engines. They also compared 11
search engines using two different types of query, i.e.
online service queries and topic relevance queries [10].
They found a strong correlation between the perfor-
mance results on both types of query.

2.2 Measuring the degree of overlap

The research on the returned results from web search
engines is not limited to only the relevance judgement.
Some studies aimed to examine the properties of the
ranked results, or to compare the results among search
engines.

In 2005, Dogpile [11] which is a metasearch
provider conducted a study about the degree of overlap
in the first page results from search engines. They used
their findings to support their claims about the impor-
tance of using metasearch. Some of their findings are
as follows:

e By submitting 12,570 queries to major four search
engines, the majority of results (84.9%) were
unique to one of these engines. Only 1.1% of re-
turned results were found by all four search en-
gines.
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e Since the majority of the first page results are
unique to only one engine, using only one web
search engine may miss desired results. They used
the number of unique search results missed by us-
ing only one search engine to support this claim.
The results showed that 68%-72% of the first page
results will be missed when using only one search
engine.

Spoerri [12] developed a visualization technique for
showing the degree of overlap in search engine results.
The article itself does not measure the degree of overlap.
The proposed technique not only provides an overview
of overlap in search engine results, but it can be used
to perform filtering operations visually, e.g. assigning
different weights to search engines in order to create a
new ranking function.

2.3 Metasearch approaches

Some studies proposed metasearch techniques to com-
bine the final results from several search engines or
information retrieval algorithms. Most studies in this
area have been conducted on English queries. Kamps
and Rijke [13] compared various algorithms on several
European languages. They found that the results on
English differ from those of other European languages.

Aslam and Montague [1] categorized metasearch
techniques by the data they require. Some techniques
require training data, while some do not use any train-
ing data. Some techniques require relevance scores,
while some use only ranks.

Our work is carried out on results from public web
search engines. The relevance scores of these results
are not available. Therefore, we will consider only the
metasearch techniques that utilize ranks, rather than
relevance scores.

Aslam and Montague [1] proposed the use of a
voting system, called the Borda count, as a fusion al-
gorithm for metasearch. In the Borda count, voters
rank choices or candidates in order of preference. Each
candidate gets a number of points, depending on the
position ranked by each voter. In a simple implemen-
tation, where there are n candidates, the top ranked
candidate receives n points, the second ranked candi-
date gets n — 1 points, and so on. Finally, the can-
didates are ranked according to the total points. In
a single-winner election, the candidate with the most
points wins. However, it is possible to use the Borda
count in a multiple-winner election by selecting the can-
didates with the most points.

The fusion of ranked results from different search
engines can be analogous to a multiple-winner election.
Each search engine acts like a voter, while the returned
results from each search engine are the ranked candi-
dates. Thus, the Borda count can be applied to the
problem of metasearch.
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Aslam and Montague [1] developed two algorithms
based on the Borda Count, namely Borda-fuse and
Weighted Borda-fuse. Borda-fuse assigns the same
weights to all engines, while Weighted Borda-fuse al-
lows the use of different weights.

Later, Aslam and Montague [2] proposed a new
algorithm based on another voting system, called the
Condorcet method. Generally speaking, the Condorcet
method finds the winners by comparing each candidate
against every other candidate. In each pairwise com-
parison, the winner is the candidate that is ranked in
the higher positions by the majority of voters. The win-
ners are determined from the results of every possible
pairing. They reported that the Condorcet models per-
form better than the Borda count models in combining
the ranked results.

3. Performance Evaluation of Search Engines
3.1 Blind evaluation

The first part of this study is to evaluate search en-
gines based on user preference of returned documents.
Seven public search engines are included in this study:
SiamGURUT, Sansarnff, Google, Yahoo, MSN, Al-
taVista and AlltheWeb. SiamGURU and Sansarn are
Thai-focused search sites since their services center on
Thai web documents. Unlike the first two engines, the
rest of engines have wider collections of web data and
support other languages as well. These engines are re-
ferred to as global search engines in the rest of this
paper.

Note that the number of engines used in this work
is less than those used in some studies (e.g. 20 engines
in [8]). The first reason is that only a small number of
search engines have been found to support Thai when
we conducted a survey. Moreover, several metasearch
engines cannot handle Thai queries correctly, although
these engines receive the results from Thai-supported
search engines. The second reason is that the current
search engine market seems to be shared by just few
companies [14]. Many search providers now utilize ser-
vices from other companies, rather than using their own
engines. Moreover, some companies were acquired by
others, while some companies (e.g. Northern Light) al-
ready closed their public search services. Therefore, our
experiment is unable to cover all engines used in previ-
ously published articles. We also would like to include
other Thai search engines in our evaluation. From our
survey, however, only SiamGURU and Sansarn have
actively operated. One of the biggest web portals in
Thailand like Sanook!t has just opened the search fea-
ture. However, the search function is based on the re-
sults provided by Google. Therefore, we decide not to

Thttp://www.siamguru.com/
"Thttp://www.sansarn.com/
T http: //www.sanook.com/

include Sanook in our evaluation.

We developed a web-based user interface for the
evaluation.  This interface accepts keywords from
judges. Then, it performs search operations by sub-
mitting the input keywords simultaneously to several
search engines. The results from all search engines are
merged into a single pool, and then presented to judges
in random order. Therefore, judges do not know which
each result originates.

We use 56 Thai queries in our evaluation. Each
query is composed of selected keywords and a query
description. We do not use natural language queries in
this study since none of public search engines has been
found to support natural language queries written in
Thai. In our study, the length of queries ranges between
1 and 4 words.

All 56 queries are assigned to a team of 7 judges
(each is responsible for 8 queries). The experiments
were conducted in June 2006. The relevance judgments
are binary. In particular, each result is judged whether
its content is relevant to the assigned keywords and the
query description or not. The inaccessible results are
treated as irrelevant answers. The first 20 results from
each engine which are typical results in the first two
pages are used in this study.

3.2 Performance evaluation

In the literature on information retrieval, many evalua-
tion measures are based on Precision and Recall. Pre-
cision is the ratio of relevant documents returned to
the amount of all returned documents. Recall is the
ratio of relevant documents retrieved to the total num-
ber of relevant documents in the collection. Typically,
precision is plotted as function of recall.

In the evaluation of public web search engines, the
number of relevant documents to a particular topic is
usually unknown in practice. Thus, it is impractical to
calculate recall. For this reason, other measures have
been used to measure the performance of web search
engines. Among these measures, Precision at n doc-
uments (P@n) is one of common evaluation measures
used in the annual Text REtrieval Conference (TREC)
web track and other literature. P@n means the propor-
tion of relevant documents returned, calculated from
the first n results returned from each engine. In our
case, it is questionable to adopt this measure since the
numbers of retrieved results on some queries is less
than the document cutoff value (20). We therefore
use Mean average precision (MAP) and Mean recip-
rocal rank of the first correct answer (MRR) which are
standard TREC measures [15]. MAP is the average of
the precision value obtained when each relevant docu-
ment is retrieved. It rewards systems that rank rele-
vant documents high. Unlike MAP, MRR is calculated
only from the first relevant document retrieved. Both
measures are equivalent when there is just one relevant



document. Between two measures, MAP is the most
meaningful measure. Thus, the comparison is mainly

based on MAP.
3.3 Results of performance evaluation

The results are shown in Table 1. The results are sorted
according to MAP. The average precision in terms of
MAP differs dramatically between the highest ranked
engine and the lowest ranked engine, ranging from 0.212
(for Google) down to 0.022 (for Sansarn). Google is
the top performer for both measures, while Sansarn
achieves the lowest performance. SiamGURU is second
only to Google in terms of MAP, but not for MRR.

To ensure accurate comparison, statistical test-
ing becomes necessary. Note that a recent study [16]
showed that the t-test is highly reliable for compar-
ing IR systems. In a situation in which several t-tests
are carried out to compare all combinations of systems,
however, the probability of making at least one Type
I error increases as the number of systems in the com-
parison. That is, the probability of falsely rejecting the
null hypothesis increases when several systems are com-
pared by using multiple pairwise comparisons. The in-
creased error rate is known as the familywise error rate.
Thus, we use repeated-measures ANOVA for comparing
the performance of search engines. Since MAP is more
meaningful than MRR, the comparison will be based
on MAP.

The use of repeated-measures ANOVA assumes
that the assumption of sphericity is not violated.
Mauchly’s test is used to test whether the spheric-
ity assumption is violated or not. The results of
Mauchly’s test indicate that this assumption is vio-
lated (x?(20) = 172.78,p < .001). Thus, degrees of
freedom are corrected using Greenhouse-Geisser esti-
mates of sphericity (¢ = 0.48). The results of repeated-
measures ANOVA show that there are significant dif-
ferences among the performance of search engines,
F(2.90,159.41) = 14.66,p < .001.

Difference between pairs of search engines is as-
sessed by means of Bonferroni test (p < .05). The re-
sults reveal that Google statistically outperforms three
search engines (MSN, Yahoo, Sansarn), but not for
SiamGURU, AltaVista and AlltheWeb. When com-
paring SiamGURU with other search engines, there is a
significant difference between SiamGURU and Sansarn,
but not for the rest of engines. Moreover, Sansarn has
statistically lower performance than all engines. Over-
all, there are some significant differences among these
search engines.

The findings about the search engines performance
on Thai queries have something conforming with statis-
tics of real usage. Statistics about search engine usage
in Thailand have been recorded by Truehits [17]. True-
hits.net is the largest web statistics collector in Thai-
land operated by Government Information Technology
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Table 1  The results for the seven search engines
MAP MRR
Google 0.212 0.713
SiamGURU 0.194 0.585
AlltheWeb 0.171 0.634
AltaVista 0.150 0.603
Yahoo 0.128 0.540
MSN 0.111 0.617
Sansarn 0.022 0.151
Table 2  Coverage of relevant documents
(%)
Google 20.18
Yahoo 14.42
MSN 11.30
SiamGURU 17.34
AlltheWeb 15.53
AltaVista 17.13
Sansarn 4.09

Services (GITS)'. The service has been opened to pub-
lic. Truehits not only collects web access statistics in
terms of the number of visitors to a particular page, it
also keeps track of what search engines users were us-
ing to find the websites of Truehits members. Statistics
based on analyzing the referrer data provide two indi-
cations about search engines. Firstly, the results pro-
vide an indication of how the popularity of each search
engine changes over time. Secondly, they also suggest
about the success of each search engine in finding web-
sites since the data originate from every visit by using
search engines.

Before July 2004, the search engine market in
Thailand was shared by two main players, Google and
Yahoo. After that period, the search engine market is
entirely dominated by Google (about 90%). The results
in this study confirm that Google performs well in both
performance measures and this may be one reason why
Google is popular in real usage.

4. Overlap and Relation Among Results from
Different Engines

From relevant documents obtained from all search en-
gines, the coverage of each search engine for relevant
documents can be calculated as shown in Table 2. Even
the best search engine like Google covers only 20.18%
of relevant documents from the seven search engines.
Despite the fact that most searching for Thai web doc-
uments relies on Google (about 90%), users would miss
the majority of relevant documents. The results also
suggest that it is not safe to rely on the results from a
single search engine.

The results from all engines are compared to ex-
amine the degree of overlap and their relation to the
correctness. The results are presented in Table 3. The
first column, Degree of overlap (n), means the results

Thttp://www.gits.net.th



TONGCHIM et al.: IMPROVING SEARCH PERFORMANCE

in the second and third columns are based on returned
results shared by n search engines. The second column
shows the percentage of returned results found in n en-
gines. The third column is the percentage of relevant
results in the returned results found in n engines.
From the table, 75.72% of returned documents are
unique to one of 7 engines, while among these unique
results, 19.44% are relevant. Only 0.05% of returned
results are found in all engines, while 50% of these re-
sults are judged to be relevant. Overall, the majority
of returned results are unique to one of 7 engines. As
the degree of overlap increases, the documents have a
higher chance of being relevant. In order to test the
correlation between the degree of overlap and the per-
centage of relevant results, the Kendall’s tau, 7, is cal-
culated. The results indicate that there is a positive
relationship between the degree of overlap and the per-
centage of relevant results, 7 = .905,p < .01. The find-
ings from this analysis encourage the use of metasearch
approaches to improve the performance by combining
prospective results. In the next section, some experi-
ments on metasearch approaches are carried out.

5. Metasearch Approaches

The previous analysis suggests the possibility of us-
ing some metasearch algorithms to improve the perfor-
mance. In this work, we explore six algorithms based on
the Borda count and Condorcet voting scheme. Aslam
and Montague [1] proposed two algorithms based on
the Borda count, i.e. Borda-fuse and Weighted Borda-
fuse. Later, they proposed two algorithms based on the
Condorcet method, i.e. Condorcet-fuse and Weighted
Condorcet-fuse [2].

Borda-fuse and Condorcet-fuse assign the same
weights to all engines, while Weighted Borda-fuse and
Weighted Condorcet-fuse use the precision based on
training data as the weights of engines. That is, Borda-
fuse and Condorcet-fuse do not require training data.
It can combine the ranked results directly. In con-
trast, Weighted Borda-fuse and Weighted Condorcet-
fuse need training data to determine the precision value
of each engine. The precision values calculated from
training data are used as the weights for engines in the
Borda count and Condorcet methods. Aslam and Mon-
tague [1] pointed out that the use of precision values as
weights may not always be optimal. It would be ideal if
some techniques are used to fine-tune the weight vector
used by the Borda count and Condorcet. The results
will reveal whether the use of precision values as weights
is still promising or it is not optimal.

In this paper, we explore the use of Evolutionary
Programming (EP), which is a class of Evolutionary Al-
gorithms (EAs), to optimize the weight vector used by
the Borda count and Condorcet. Classical EP (CEP)
uses Gaussian mutation as the primary search oper-
ator. However, CEP may converge slowly on certain

Table 3 Degree of overlap (n), the percentage of results found
in n engines and the percentage of relevant results in the returned
results found in n engines

Degree of % of % of
Overlap (n)  documents relevant documents
1 75.72 19.44
2 7.97 25.16
3 10.23 27.30
4 4.39 31.79
5 1.32 40.38
6 0.33 53.85
7 0.05 50.00

Algorithm 1: IMPROVED FAST EVOLUTIONARY
PROGRAMMING

initialize the population of p individuals, (z;,7;),Vi €

{1,...,p1}
evaluate the fitness of each individual, (z;,7;),Vi €
{1,...,u}

while the halting criterion is not satisfied do
for each individual (z;,7;),Vi € {1,...,u} do
create a single offspring (2}, ;)1 from (24, 1;)
by Gaussian mutation

create a single offspring (z},7n))2 from (x4, ;)
by Cauchy mutation

evaluate the fitness of (x},7})1 and (z},n})2

select the best offspring (x, 7)) out of (x}, 7)1
and (z/, 7))2

end
select the p individuals out of (z;,m;) and
(5 m), Vi€ {1,..., pu}

end

Algorithm 2: PAIRWISE COMPARISON

set C =0

for each search engine S; do
If S; ranks d; above d2, C = C + w(S;)
If S; ranks da above di, C = C — w(S;)

end
If C > 0, rank d; better than do
Else rank do better than dj

classes of problems. The Improved Fast Evolutionary
Programming (IFEP) [18] was proposed by Yao et al.
to overcome this problem. IFEP utilizes two types of
search operators: Gaussian mutation and Cauchy mu-
tation. Algorithm 1 outlines the procedure of IFEP.
The use of two different mutation operators is to bal-
ance between exploration and exploitation. This work
uses IFEP to fine-tune the weight vector of the Borda
count and Condorcet. These algorithms are denoted as
Evolutionary Borda-fuse and Evolutionary Condorcet-
fuse.
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Table 4 An example of voting profile
2 engines 1 engine 2 engines
1st a b d
2nd d a a
3rd b c b
4th c d c

5.1 Borda count

In the Borda count, voters rank choices in order
of preference, rather than just electing the most fa-
vorite choice. When applying the Borda count to the
metasearch problem, voters are search engines. Each
engine returns the ranked results in order of relevance
scores. Each result gets a number of points, depending
on the position ranked by each search engine. Then,
the results are ranked according to the total points.

For example, assuming that there are 5 engines.
The returned results of these 5 engines are given in Ta-
ble 4. Each engine returns a list of four results ranked
in order of relevance scores. The top ranked result re-
ceives 4 points, the second ranked result gets 3 points,
and so on. From the table, the Borda score of ‘a’ is
calculated as: (4x2)+(3x1)+(3x2)=17. By using the
same calculation, the Borda scores of ‘a’, ‘b’, ‘c’, ‘d” are
17, 12, 6, 15 respectively. The ranked results based on
the total scores are ‘a’, ‘d’, ‘b’ and ‘c’.

5.2 Condorcet

Like the Borda count, each voter in a Condorcet elec-
tion ranks the list of choices in order of preference.
Finding Condorcet winners can be done by perform-
ing a series of pairwise comparisons. Each candidate is
compared against other candidates. The winner of each
pairing is the candidate that a majority of voters prefer
more than the other one. For example, a pairwise com-
parison is conducted between ‘a’ and ‘b’ of the example
voting profile. The candidate ‘a’ is the winner of this
comparison since it is ranked ahead of ‘b’ by four of
the five voters. By comparing every candidate against
every other candidate, the ranked candidates can be
found based on the results of pairwise comparisons.

Montague and Aslam [2] implemented the
metasearch models by using the QuickSort algorithm.
Firstly, a list of all returned results is created. This list
is sorted by the QuickSort algorithm. The comparison
function used by QuickSort is performed as the pair-
wise comparison mentioned earlier. Let S; be the iz,
search engine and w(S;) be the weight assigned to this
engine. The pairwise comparison is outlined in the Al-
gorithm 2. In the simplest form, the weight of every
search engine is assigned to one.
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Table 5 Parameter setting of IFEP
Population size 20
Number of Generations 100
Tournament size 3
Number of Objective Variables (n) 7
Range of Objective Variables [0, 1]™

5.3 Borda-fuse, Weighted Borda-fuse and Evolution-
ary Borda-fuse

We use the topics and the assessment of returned re-
sults in Section 3 to examine the use of metasearch ap-
proaches. For each topic, each search engine returns the
first 20 ranked results or fewer candidates. In our im-
plementation, the top ranked result receives 20 points,
the second ranked candidate gets 19 points, and so on.
If the number of returned results is less than 20, only
ranked results are assigned scores. Once the total scores
of results have been counted, each metasearch approach
selects the top 20 results ranked by the total scores as
the final answer.

In the Borda-fuse algorithm, all engines are as-
signed their weights to one. In reality, there are some
differences in the performance of search engines. Thus,
the use of different weights for calculating the total
scores may improve the performance. Weighted Borda-
fuse uses the precision values in terms of MAP as the
weights of search engines. Note that the weights based
on MAP range between 0 and 1. In order to calculate
the weights in Weighted Borda-fuse, a training set is re-
quired. In our experiment, the 56 topics are randomly
divided into two sets: (1) 40 topics as training data,
(2) 16 topics as test data. In order to achieve statis-
tically significant results, the experiments are repeated
100 times. That is, 100 sets of training data and test
data are used in the evaluation.

Evolutionary Borda-fuse uses IFEP to find the
weights for the seven engines. Therefore, the number
of objective variables is 7. The parameters of IFEP are
shown in Table 5. The fitness calculation is based on
the 40 topics of training data. The best individual af-
ter 100 generations of each run is evaluated on the 16
topics of test data.

5.4 Condorcet-fuse, Weighted Condorcet-fuse and
Evolutionary Condorcet-fuse

In addition to three variants of Borda-fuse, three
metasearch models based on the Condorcet method are
examined. In Condorcet-fuse, the weight of every en-
gine is assigned to one. Weighted Condorcet-fuse uses
MAP as the weights of search engines. The experiment
is carried out in the same way as the Borda-fuse algo-
rithms. That is, 40 topics are used as training data and
16 topics are used as test data. The experiments are
repeated 100 times. We also use IFEP to optimize the
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weight vector used by the Condorcet. This algorithm
is referred to as Evolutionary Condorcet-fuse. The pa-
rameter setting is the same as Evolutionary Borda-fuse.

5.5 Experimental results

The results averaged over 100 runs are shown in Ta-
ble 6. In addition to the results of six metasearch ap-
proaches, the results of the top two search engines are
presented as a baseline. Clearly, the use of metasearch
approaches significantly improves the performance. All
metasearch approaches outperform the top two engines
from Section 3. Moreover, the use of different weight
assignments can further improve the performance of
metasearch models. The performance of using IFEP
to optimize the weight vector is not better than that
of Weighted Borda-fuse and Weighted Condorcet-fuse.
This suggests that the use of the MAP values as weights
is quite optimal. No significant performance can be im-
proved by IFEP.

Repeated-measures ANOVA is used to compare
the performance. Again, Mauchly’s test is used to
test the sphericity assumption first. Mauchly’s test
indicates that the sphericity assumption is violated
(x%(27) = 604.24,p < .001). Therefore, degrees of free-
dom are corrected using Greenhouse-Geisser estimates
of sphericity (¢ = 0.39). Repeated-measures ANOVA
indicates that there are significant differences among
the performance of search engines, F'(2.74,271.46) =
167.48,p < .001.

Pairwise comparisons are carried out using Bon-
ferroni adjustment, p < .05. The results indicate
that all metasearch models statistically outperform
the top two search engines (Google and SiamGURU).
The best algorithm (Weighted Borda-fuse) signifi-
cantly outperforms all algorithms, except for Evolu-
tionary Borda-fuse. Evolutionary Borda-fuse also sta-
tistically performs better than other algorithms, ex-
cept for Weighted Borda-fuse. Although the use of
different weights slightly improves the performance
in Condorcet-fuse, there are no significant difference
among three variants of Condorcet methods.

Overall, all metasearch models can improve the
performance provided by public search engines. The
metasearch models based on the Borda count perform
better than the Condorcet models. This somewhat con-
tradicts the findings reported in earlier studies [2], at
least in the case of Thai queries. The findings in the
earlier studies show that the Condorcet models perform
better than the Borda count. However, this result can-
not be generalized to the case of Thai queries.

6. Conclusions
This research conducts an evaluation of public web

search engines by using Thai queries. The results show
that there are statistically differences among seven

Table 6  The results of the metasearch approaches and the top
two search engines
MAP
Google 0.208
SiamGURU 0.191
Borda-fuse 0.256
Weighted Borda-fuse 0.287
Evolutionary Borda-fuse 0.285
Condorcet-fuse 0.247
Weighted Condorcet-fuse 0.251
Evolutionary Condorcet-fuse 0.247

search engines. We also compare the returned results to
measure the degree of overlap. The comparisons among
the returned results show that the majority of results
are unique to just one of the search engines. Further,
the results shared by several search engines are likely
to be relevant. These findings encourage the use of
metasearch to improve the performance.

This study explores three metasearch approaches
based on the Borda count voting schemes and other
three approaches based on the Condorcet method. We
introduce the use of evolutionary programming to op-
timize the weight vector of the Borda count and Con-
dorcet models. The experiments of these metasearch
techniques are conducted on the results of relevance
judgments from the earlier search engine evaluation.
The results show that all metasearch approaches sta-
tistically outperform the top search engines. Moreover,
no improvement in the performance can be achieved by
using evolutionary programming. This suggests that
the use of average precision as weights is quite robust.

The main contributions of this work are as follows:

e A systematic evaluation of public search engine
based on Thai queries is carried out.

e We show that the metasearch models can help in
improving the performance of search engines on
the returned results for Thai queries.

e We show that the use of average precision as the
weight vectors of the metasearch models is quite
optimal.

o We show that the metasearch models based on the
Condorcet method may not always outperform the
metasearch models based on the Borda Count, at
least in the case of Thai queries.
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